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About Me

• Data Scientist with NARI

• PhD student @ UCCS 

• 6 Years USN

• Hack@UCF, NCCDC

• B-Sides Orlando Board 
Member, VetSec Board 
Member, DEF CON Goon, and 
Kernelcon volunteer
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Best Practices (Gharib et al 2016)

• Complete network configuration
• Complete traffic
• Labelled dataset
• Complete interaction
• Complete capture
• Available protocols
• Attack diversity
• Heterogeneity
• Feature set
• Metadata



Best Practices (Shiravi et al)

• Guidelines to creating your own dataset (Shiravi et al):
• Up-to-date network-based data and protocols
• Publicly available
• Real network traffic
• A variety of malicious and normal user behavior
• Payload



Motivation – Why we did the thing
• Intrusion detection used to rely on signatures
• But signatures can be changed by changing trivial parts of the 

attack (generally the payload)
• Machine learning will save us!
• Wait… adversarial machine learning is a thing
• Several authors have complained about a lack of usable data 

(Sommer and Paxson 2010) as late as 2017
• Can’t test IDS-specific machine learning algorithms without 

usable data 
• Can’t compare results unless the data is open access



Brief Timeline in Adversarial ML

2004 
“Adversarial 

Classification” 
Dalvi, et al

2011 
“Adversarial 

Machine 
Learning”

Huang, et al.

2012
“Poisoning 

attacks 
against 
SVMs”

Biggio, et al.

2014 
“Intriguing 

properties of 
neural 

networks” 
Szegedy, et 

al.

2016 
“Transferability 

in ML: from 
phenomena to 

black-box 
attacks using 
adv samples” 

Papernot, et al.



Types of Attacks

• Causative
• Manipulation of training data

• Data Poisoning
• Specially crafted attack points are injected into the training 

data

• Exploratory
• Exploit the classifier itself

• Hybrid
• A combination of the aforementioned



Blind Spots

• Regions in a model’s 
decision space where the 
decision boundary is 
inaccurate
• Reason: No training data 

was provided
• Ongoing research area

Tully and Anderson, Navigating the Labeling 
Bottleneck as Security Embraces AI, RSA 
Conference 2018



Computer Vision vs. Intrusion 
Detection
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Motivation

• Are there datasets out there that do this?



Related Work – KDD99

•Most cited dataset (also the oldest – 1999)
•Dataset was created by monitoring a simulated Air 

Force network for weeks
• Simulated dataset that doesn’t reflect current 

attack techniques or methodologies
•Don’t contain real packet headers or data

• Richard Lippmann, Joshua W. Haines, David J. Fried, Jonathan Korba, 
and Kumar Das. Analysis and results of the 1999 DARPA off-line 
intrusion detection evaluation. pages 162–182, 10 2000. 



Related Work – SSH Attacks

• Dataset consisting of University of Twente campus 
network traffic (100 servers, workstations, and 
honeypots)
• Attacks and detections limited to SSH
• Contained flow data and host log files

• Rick Hofstede, Luuk Hendriks, Anna Sperotto, and Aiko Pras. SSH 
compromise detection using netflow/ip-fix. ACM SIGCOMM computer 
communication review, 44(5):20–26, 2014. 



Related Work – UNSW-NB15

• Used IXIA PerfectStorm tool to generate nine families of attacks
• Traffic captured using tcpdump, distilled into netflows using 

Argus, and analyzed using Bro-IDS (now known as Zeek)
• Attack labels are generated programmatically using the IXIA tool
• 49 features, protocols include HTTP, FTP

• Nour Moustafa and Jill Slay. UNSW-NB15: a comprehensive data set for network intrusion detection 
systems (UNSW-NB15 network data set). In 2015 military communications and information systems 
conference (MilCIS), pages 1–6. IEEE, 2015. 



Related Work – AWID

• The Aegean Wi-Fi Intrusion Dataset is a curated 802.11 
collection containing wireless benign and attack traffic
• Attacks are tool generated

• Normal traffic is human generated
• Used Kali Linux to conduct penetration testing and 

Wireshark to log traffic

• Constantinos Kolias, Georgios Kambourakis, Angelos Stavrou, and Stefanos 
Gritzalis. Intrusion detection in 802.11 networks: empirical evaluation of threats and 
a public dataset. IEEE Communications Surveys & Tutorials, 18(1):184–208, 2015. 



Related Work –
CTU-13

• Collection of 13 pcaps
focused on botnet traffic

• Paper introduces a method 
of detecting botnet traffic 
(BotHunter)

• Garcia, Sebastian, et al. "An 
empirical comparison of 
botnet detection methods." 
computers & security 45 
(2014): 100-123.



Related Work – CICIDS 2017

Sharafaldin, Iman, Arash Habibi Lashkari, and Ali A. Ghorbani. "Toward generating a new 
intrusion detection dataset and intrusion traffic characterization." ICISSP. 2018.



Motivation

• Are there datasets out there that do this?
• Not really



Related Work - Datasets

• Thorough survey of network 
intrusion dataset papers 
(Ring et al)

• Markus Ring, Sarah Wunderlich, Deniz 
Scheuring, Dieter Landes, and Andreas 
Hotho. A survey of network-based 
intrusion detection data sets. Computers 
& Security, 2019. 

• https://arxiv.org/pdf/1903.02460.pdf



Experimental Setup

• Using the network anomaly detection paradigm…
• “This traffic is benign”

• Type I - A rejection of the null hypothesis
• False positive
• Incorrect classification of benign traffic as malicious traffic 
• Increases operator fatigue

• Type II – A non-rejection of a false null hypothesis 
• False negative
• Malicious traffic classified as benign
• Allows malicious traffic on the network



What causes Type I / Type II 
errors?

True Positive True Negative

False Positive False Negative

• Web surfing



What causes Type I / Type II 
errors?

True Positive True Negative

False Positive False Negative

• SQLi



What causes Type I / Type II 
errors?

True Positive True Negative

False Positive False Negative

• Web crawling
• User actions



What causes Type I / Type II 
errors?

True Positive True Negative

False Positive False Negative

• Nmap
• Directory 

Traversal
• Delivery of shell



Design – what we did

• Used 3x server blades 
running Windows Server 
2016

• Each drone had 1024MB of 
RAM, 1 virtual processor, 
40Gb HD

• Network tap used Ubuntu 
18.04 LTS with 32Gb RAM 
and 1TB HD

• ASA 5506 Firewall
• Netgear 24-port pro switch



Automated Data 
Generation
• Powershell scripts automated ‘user’ actions

• 3 profiles: business, admin, engineering

• Randomly:
• Browse to 30 Azure-hosted mirrors
• Email another user (using the Exchange 

server)
• R/W to a SMB Fileshare
• Browse to Wiki addresses

• Automated malicious traffic generated 
by Kali Linux



Human Data 
Generation
• 10 Human subjects browsed services for 30 

minutes
• Provides a means to compare human-generated 

benign traffic characteristics
• Malicious traffic was generated by the same 

human subjects for 1 hour
• Used Burp Suite to leverage vulns in DVWA
• Saved us from having to build our own vulnerable 

web app
• Described their intent while attacking DVWA
• Lowered the bar of knowledge for more 

participation



Data Collection



Data Processing

• Network traffic captures were QA’d after gathering
• Attacks were verified via PCAP review
• Ways to identify the traffic were translated into pandas 

dataframes rules

def malicious(x):

# If traffic was from 10.10.10.4 AND the 
protocol was ICMP, it’s malicious

if df.loc[df[’pr’] == 1.0]: df[’label’] == 1



Data Processing
• IPs were translated to the service provider that owns the 

space
if (ip.is_private):

return 'private'
if ip in ipaddress.ip_network('137.48.0.0/16'):

return 'UNO PKI'
if ip in ipaddress.ip_network('52.0.0.0/11'):

return 'Amazon.com, Inc.'
• Ports binned by major service while >1024 is reserved or 

dynamic



Reducing the unique IP feature 
space
• Even with reducing the amount of 3rd party advertiser 

traffic, the unique IP feature space was large
• Reduced by condensing traffic to the ICANN address 

space holder
• Used the MaxMind GeoLite2 database
• Expensive operation required multithreading and 

switch statements to reduce processing



Design Priorities

• Prioritized the ability to read 
headers in plaintext to use for 
machine learning features
• HTTP/2, TLS 1.3 needed further 

engineering
• Wanted more metadata from the 

TLS handshake including the 
ClientHello message



Challenges

• Based on the design priorities we came across a few 
challenges when it came to generating usable features



HTTP/2

• Originally, users browsed to a set of websites pulled 
from Alexa 100
• But HTTP/2 was already enabled
• HTTP/2 enhances the user experience by compressing the web 

traffic headers

• Removal of HTTP 2.0 headers was successful through 
cUrl

cUrl –I –tlsv1.2 –http1.1 https://www.google.com





TLS 1.3 vs. 1.2

• TLS 1.3 removed the cipher suites that plagued TLS 1.2 
(like CBC)
• TLS 1.3 decryption requires ephemeral Diffie-Hellman 

keys that are established between the user’s endpoint 
and the webserver
• How can we provide more cleartext features for 

machine learning?



TLS 1.3 Downgrading

• Can’t we just use TLS 1.2 if we ask nicely?
• Asking many top Alexa websites to downgrade their 

cipher suites breaks the website
• Would have had to cherry pick websites that have yet to 

upgrade to modern crypto suites
• Some modern libraries only provide TLS 1.31 or frameworks 

support TLS 1.3 by default
• And the share of TLS 1.3 is growing quicker than the adoption of 1.2

1 https://github.com/facebookincubator/fizz)



TLS 1.3 Adoption

Cloudflare TLS version trends from May 2018 to May 2019
https://ietf.org/blog/tls13-adoption/

Browser TLS 1.3 (%)

Chrome 30%

Firefox 27%

Safari 27%

Percentage of TLS 1.3 
connections amongst 

web browsers as of 
Aug 2019



TLS 1.3 Adoption

Qualys SSL Pulse
https://www.ssllabs.com/ssl-pulse/

• Qualys’ SSL Pulse does a 
monthly scan across 
150,000 SSL- and TLS-
enabled websites and 
provides a dashboard of 
distributions and protocol 
support.

• TLS 1.2 still reigns supreme
(for now)





TLS
• Can’t we just MiTM?
• We lost data visibility when 

using proxy servers (distinct 
IPs of user VMs) (MiTM proxy, 
Squid proxy) and neither of 
these proxies could save 
unencrypted traffic
• https://github.com/mitm

proxy/mitmproxy/issues/
408#issuecomment-
194415504

• Even with the keys, 
Wireshark could not save 
the decrypted pcaps either



For Future Reference

• Mitmpcap, a mitmproxy addon script, exports traffic to PCAP file, so 
you can view the decoded HTTPS or HTTP/2 traffic in other programs.
• https://github.com/muzuiget/mitmpcap



TLS

• Asking nicely didn’t work
• MiTM didn’t work
• How do we can we provide those features?
• Mirror websites in the cloud to control the cipher suite used

• Con: Adds artificiality to data
• Pro: Reduces the amount of third party advertiser traffic

• Residual traffic was TLS 1.3 (OS updates)
• Majority of web traffic successfully uses TLS 1.2



GeoIP Lookups



Hosting

• Although PCAPs are better than Netflows, PCAPs are 
much larger
• Difficult to find a place to host this size of a dataset 

(60gb) as a research set unless you’re paying for it



Resources

• If you decide to provide a dataset to the community or 
need data to provide research to the community, these 
resources may help



Other cool datasets

• Malware
• https://github.com/endgameinc/ember
• http://amd.arguslab.org/

• Canadian Institute for Cybersecurity
• Android Malware
• DDoS
• CICIDS
• Botnet
• https://www.unb.ca/cic/datasets/index.html



Possible Hosts
• Impact Cybertrust

• https://www.impactcybertrust.org

• SNAP Large Network Dataset Collection
• snap.stanford.edu/about.html

• networkrepository.com
• Largest network repository across 30 domains (bioinformatics, etc)

• AWS Dataset Program
• https://aws.amazon.com/opendata/public-datasets/

• AWS Glacier
• ~ $210.6 for 10 years (60gb)
• https://docs.aws.amazon.com/amazonglacier/latest/dev/uploading-

archive-mpu.html



Why didn’t you just use…

• The Wall of Sheep dataset
• The DEF CON dataset
• The NCCDC dataset (or any of the regional sets)

• None of these datasets are labelled!



Future Work
• Study machine learning algorithms trained using this 

data 
• Determine how to make them more robust against adversarial 

examples
• Operational Technology (OT)-specific protocols with 

serial and serial-over-Ethernet traffic
• Or a hybrid IT-OT network

• Capture the Flag competitions could be used to gather 
more participation
• Would need a separate virtual environment for each 

participant
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Thank you!

• Questions?


