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Outline
•DOE CyberForce Competition

• Started in 2016
• Headed by Argonne National labs

•College competition for cyber skills with an ICS flavor

•The red team portion:

•How we evolved

•Where we need to get better



Pre-2018

•Throw in together a red and a blue team
• Success, right? 

•Wild west, adversarial but not necessarily in the good way

•More of a pentest-flavor instead of real red teaming

•Red focused on hackable teams:
• Beating a dead horse



December 2018

•Pre-seeded vulnerabilities

• Service uptime checks

•Mixed in some Active Directory action 

•Getting closer to red teaming/threat emulation 



November 2019

•Pre-seeded vulnerabilities

•More prep-time (shared repo of exploits)

•Red teams with more of professional approach 



Sandia site

•Our goal: 
• “a fair red team experience for the defenders to experience representative 

tradecraft”

•Automation – standardized laptops, Ansible scripts

• Scripted exploits for all of the scored vulnerabilities

• Force our red teams to collect metrics

• Focus on measuring blue team capabilities/responses
• Instead of “beating them”, evaluate them



Collecting metrics

•Helps us to better understand what works

•Gain insights into blue abilities

•Connections between gaps



Metrics 
•22 pre-seeded vulnerabilities

• 3 of them flat out didn’t work
• 2 of them required fixing

•Categories: 
• direct shell - 10, 
• indirect shell - 4, 
• PrivEsc - 4,
• Info - 1, database access - 1, readable/writeable - 2 

•On average, 4 of them worked



Metrics 

•20% of the teams are unhackable

•60% had 3 or fewer issues



Metrics – context matters

• “80% of the teams have been hacked!”
• On the surface that sounds good

• It also means that 20% of the teams remained untouched

•Does not capture the extent of the “hack”:
• Just info disclosure? 
• If shell access - how long did it last? 30 min., 10 min., 1 min.?



Myth: phishing will always work 

•Apparently not at cyber competitions with wary blue teams

•Dicey, because GREEN teams check the emails …. 
• GREEN teams are off-limits



Myth: red team will discover new “stuff”
•None of the blue team added new 

vulnerabilities/misconfigurations to their 
systems

•Of the 22 pre-seeded vulns, only a few of 
them were exploitable (on average 18.6%)



Myth: there’s always a way in

• For 20% of the teams, there was no way in



Myth: we can just crank it to 11!

•Taking off the gloves, bring in the A team
• Throw more people at it! 

• --> Still cannot get in

• Fact: red teams do not have “magic” to auto-pwn

•Reality: the Pro can help a junior with understanding tool usage 



Myth: red team can best gauge blue skill level

•Not necessarily …..

• Fog of War

•Red team has very limited visibility into blue team systems
• Red can only see what they have compromised

•A service that is turned off and one that is properly 
firewalled will look the same to the red team
• The first one means the service is down
• The second one has been securely protected



Myth: the “knife fight” – red and blue will 
battle it out
•Does not happen at the perimeters

• If red is not in, there is no knife fight

•Only happens when there is an unpatched access vector that blue is 
unaware of



Dependency issues

Super Important!

•Need that initial access

•No privilege escalation without it

• Sometimes root is necessary

•Cannot enact red goals



Mitre ATT&CK

11/148



Mitre ATT&CK

•Coverage is bad – 11/148 (7.4%)

•Competition is currently not structured to effectively score based on 
this framework

•  Example: WMI execution or Process Hollowing
• Would need Purple team mechanisms for red to verify that blue understand 

these concepts



Myth: the winning team is the best blue 
team

•Not necessarily …

•More accurate:
• Found all of the pre-seeded vulnerabilities
• Removed all vectors for initial access

•Not tested:
• Ability to review logs
• Ability to spot compromise
• Ability to react to red actions



Who got the most from the competition? 
•Average teams! – competent but have gaps in knowledge

• Saw more red team action (time on systems) and had to react 
accordingly 



The blue team winner

•Comments from the winners:

“They like the competition from the scoring aspect (they won), 

but they thought it was poor from the learning angle.”

• Spirit of the event winner, learning > winning: 
• After the competition, One of the Unhackable teams asked us to run through 

our entire red team playbook with their defense lowered

• So they can see what that activities look like and what are the artifacts



Conclusion
• Explicit goals will drive what kind of event you will get

• Evolved from a “beat up the blue team” mindset to
• “Evaluate the blue team”

• A game environment is vastly different from real enterprise networks
• A tiny attack surface – 5 VMs
• ~8 hours to attack instead of years
• Assumptions from real world are not applicable to game environment

•We need to use the “Assume Breach” model 
• Don’t dock blue team for initial access (make it more than a patching exercise)
• Test for how they respond

• Purple team concepts might be ideal for the future
• We proved that red teams can be trusted and act professionally
• “White card” access 



Conclusion

•Cyber education is a hard problem

•Collecting these metrics will help us move in the right direction



Thanks!

•Big thanks to Argonne (Amanda, Josh, Jennifer, Mike) –                 
they’re awesome!

•All of the Volunteers! Especially the red teamers at Sandia

•Contact:
• Twitter: @kphan451
• Gmail: kphan451



Backup slides



Right way to do Red/Blue

•Tim MalcomVetter, BlueHat v18 - “If we win, we lose”

•https://www.slideshare.net/MSbluehat/if-we-win-we-lose-using-heal
thy-competition-to-measure-and-improve-security-programs

https://www.slideshare.net/MSbluehat/if-we-win-we-lose-using-healthy-competition-to-measure-and-improve-security-programs
https://www.slideshare.net/MSbluehat/if-we-win-we-lose-using-healthy-competition-to-measure-and-improve-security-programs


Need for better service check

• Service up time check might need to get more sophisticated
• To ensure that a specific feature is working (that potentially can be leveraged 

by red)  

• Seem to only check that the port is open and not necessarily that the service 
is operating correctly



Scoring issues – because of red limited 
visibility
• Can’t exploit because the service is down

• Blue has the port open but the right service is not listening on it

• Blue block off access to the port

• Blue adds an additional security measure to the port

• Blue does a source code change to remove the vuln. and recompile the 
service and runs it openly (major kudos!)
• We should reward and encourage this approach/behavior



Score issues

•Gaming the system: 
• Blue uses a defense mechanism that works in this game environment but is 

not realistic for the real world

• “unplug everything!”

• In contrast, playing with the “spirit of the game”: 
• Shows understanding of important security concepts
• Uses a sensible defense mechanism



Problems

•Have blue team info sharing with other blue team about seen 
vulnerabilities is bad for the competition
• This burns that exploit
• Maybe should use a hypothetical vuln. for this aspect instead 

• Letting blue change IP addresses is just annoying

•Red needs to have more attacks for the ICS side
• Requires significant R&D to create these



Problems

•Good to have red team professionals help with the pre-seeded vulns.
• A lot of existing volunteers are willing to help

•Very important to focus on what are the learning goals
• What will this vuln./exploit reveal about the blue skill/knowledge?
• What is the intended solution?
• How will you test to validate a specific blue skill?  


